
               © UIJIR | ISSN (O) – 2582-6417 
                    APRIL. 2021 | Vol. 1 Issue 11        
                                                       www.uijir.com 

  

 

     Universe International Journal of Interdisciplinary Research 

(Peer Reviewed Refereed Journal) 

DOI: http://www.doi-ds.org/doilink/05.2021-18523936/UIJIR                www.uijir.com 
 

Page 283 

 

ADVANCED MACHINE LEARNING ALGORITHM FOR LOAD BALANCING 
IN VM MIGRATION 

 

Author’s Name: 
1
Prof Gaurav Nayak,  

2
Mr. Pushpendra singh 

Affiliation:
 1
Professor Of Lakshmi Narain College of Technology & Science, Madhya Pradesh, India 

 
2
Student, Lakshmi Narain College of Technology & Science, Madhya Pradesh, India 

E-Mail: pushpendra.singh8966@gmail.com 

DOI No. – 08.2020-25662434  

Abstract 

Some of the disadvantages that many the use of these methods and their inability to measure parameters such as 

scaffolding, throughput, availability of resources etc. are inadequate heterogeneities, geography of tasks and 

resources and the issue of deadlocks and overload of servers. Based on this information, an algorithm has been 

offered for VM live migration (VM) which allows the seamless migration of VMs from one DC to another. The 

algorithm proposed balances the load using a technique of dynamically weighted migration. The CloudSim 

simulation tool with the Cloud Analyst Simulator GUI capability was used. The proposed algorithm is compared 

to the recently created algorithm to show how the algorithm works. The result shows a better way to achieve a 

load imbalance with the proposed algorithm. Finally, the results included a number of ideas that might contribute 

to future research. 
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INTRODUCTION 

The management of the material needed is considered to be a tool for the load balancing of 

workloads between VMs. The load balance features are a vital aspect of the hyper vision which 

dynamically or statically controls the load that is imbalanced when the VMs are reached. In 

order to maximize resource use, IT virtualized the CPU, memory and network element. Better 

assignment of workloads by various computing resources to the operating system, including 

drives, CPUs, networking interfaces, clubs or PCs.[1].  

When load failure is reached, any machine will be highly charged, moderately loaded or 

lightweight. Each node has a different load distribution. The figure shows the difference in load 

imbalance distribution. It focuses on avoiding overload, reducing migration and response, 

improving productivity and optimizing resource usage. The use of many components will 

increase availability and reliability (and not one element through load balancing). Load balance 

requires such programmes, such as a host subdomain process or a transformation of many 

layers. On-demand cloud storage [2] provides pay-per-view connections to shared services. All 

needs to enable the usage of these services to minimize storage and running costs, meaning that 

cloud loads increase on a regular basis. Load balance is one of the big issues and problems today 

with cloud storage. The load must be assigned to every node equally. Correct load balance could 

reduce power and carbon emissions. This is a computer-friendly assault. There are several 

algorithms used for load handling. Many of them operate in a variety of ways and have certain 

benefits and inconveniences. The most important elements for load balancing algorithms are 

main features such as fairness, production, defective tolerance, overhead, efficiency, response 

time and resource usage. The theory of load balance, analysis of load balance methods in 

literature and a number of estimation parameters were the main focus of this paper. 
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If the VM[3] moves without downtime and server degradation, IT does not affect the machine 

resources distribution. It should be applicable to the Quality of Service (QoS) load balancing 

solution, which also has the Service Level Agreement (SLA). The most important causes of SLA 

violation are fragmented data between heterogeneous servers, hot spots, load imbalances or 

weakly controlled resources[4]. The load malfunction occurs as the parameters also shift in 

heterogeneous environments. It is possible to handle LB's low load imbalances between high 

load and low load devices. LB is not easy to address and often changes in heavy resource needs. 

All the factors which lead to LB management include the knowledge rules, place for VM 

relocation, VM selection and load transfer. [5]. 

 

RELATED WORK 

Analysis of Load Balancing Mechanism 

There are two ways to explain the load balancing issue in the cloud network: the task-based 

load balance mechanism require the random distribution to different physical machines of a 

limited number of tasks that can be applied further to different VMs[6] of each M. Work related 

to the load-balancing pathways is strongly analysed on the following sections.  

 

Allocation Based Load Balancing Techniques 

Methods of load balancing could be split into methods of static and dynamic assignment. Several 

static and interactive methods are being suggested by researchers to handle load balance, 

honey-goat heuristic, Max-Min[7], recipient initiative, shipping initiative, token routing, round 

robin, genomics, algorithms and officer. This section deals with research that covers various 

load balance algorithms and dynamic load balance algorithms. 

 

Static load balancing scheme  

The algorithm used in server partitions to control the static loading process. The static load 

balance scheme describes the distribution and preservation of the resources to the customer. 

The method used in this algorithm is prior machine resources since the shift in load is not 

determined by the device's current state. The change does not occur until all conditions have 

improved and the PM's[8] maximum potential is the basis for allocating resources for VMs. 

Perfect and inadequate training is essential in static preparation. Capital and employment 

knowledge needs optimal preparation. Decisions on resource utilisation and time can be made 

with an exercise schedule 

 

Load balancing algorithm 

 The aim of maximizing the Ant colony is to find the best route between the Ant Colony and the 

food supply by using the ants as a foundation. The operating load between the nodes is 

effectively distributed via this technique. The movement begins with an ant from the head node 

to the food centre after receiving an invitation. As the header node for the cloud storage service 

provider, the Geographic Load Balancing Node (RLBN)[9] (CCSP). The Amies keeps as possible 

reference a graph of each node visited. From the ant pheromones deposited, the following node 

is selected. A variety of variables such as food consistency, food distance etc. are used to assess 

the intensity of pheromones. After the mission has been finished, pheromones are modified. A 

combination of antiquarian effects is used at the end of the day to provide a final solution. The 

ants constantly update their own data instead of updating a single result. In an antipheromone  
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analysis, the range of solutions is constantly modified. 

 

Decentralized Content Aware  

Suggested new decentralised workload and an algorithm called workload and customer 

knowledge (WCAP). A modern load balancing process known as workload and customer-

sensitive schemes The USP parameter is used to define the basic characteristics of the nodes 

and parameters of processing. The USP-funded scheduler decides which node is needed for the 

administration of requests. This approach is implemented with a minimum overhead in a 

decentralised way. The overall efficiency of the method is improved by the search limitations 

that the material knowledge makes possible. In addition, the use of computational nodes is 

increased by the reduction in idle time due to content knowledge. Early version of the output 

plan algorithm proposed by the Client-Aware judgement (CAP)[10]. 

The suggested algorithm categories the customer requirements in relation to the expected effect 

on main server units. Classification of websites involves Internet sales of secure protocol 

information such as HTTPS and SSL, easily accessible web publishing on the database, web 

transactions consisting of web pages containing complicated requests for access to the database, 

video streaming, and web-based audio multimedia. The Round-Robin and LARD[11] 

recommended CAP algorithm in this report. The results of the simulation show that the 

proposed algorithm improves the hit rate of the web cache and produces the best results for 

both static and dynamic pages. However, the key problem is that this technique is tested and 

used only by Web server clusters. It's a technique. This is a technique. To propose a flexible and 

decentralised approach to the shipment of online content clusters. For distributed hash-based 

distribution, the proposed algorithm was used. The results demonstrated the suggested 

algorithm that solves the scalability issue in centralized algorithms and the global bandwidth 

problem in localized solutions, such as local and load balance . The key drawback, however, is 

the incredible overhead load co-ordination between servers. 

 

Load Balancing Strategy for Virtual Storage (LBVS) 

The virtual load equilibrating solution has been suggested as a new load balancing technique. 

LBVS[13] provides an enormous network data garage model and storage as a utility version 

which is primarily based on the cloud infrastructure. Load balancing systems are used as load 

balancing devices and for disc virtualization a three-sided 

configuration is used. The balance of replication improves the competitive efficiency and 

increases disaster cure and response time. The robustness, efficiency, and storage are further 

improved with this approach. 

 

Load Balancing Using VM Migration 

One of the most significant advances in attempting to manage loads inside the distributed 

network is the advent of virtual machine conversion techniques. It helps device managers to 

shift an instance of an operating system from one physical machine to another without 

intervention on the transferring operating system's hosted services. During the system, both the 

resource source machine that migrates and the destination machine that collects the resource 

will affect the mechanism and utilise the resources both from the source and from the 

destination machine. The entire process is carried out in a virtualized cloud data consolidation 

centre. A lot of work needs to be undertaken to make this process a success. The most popular 

approach is to modify virtual machines, utilising a limited number of transformations, to  
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modularly-charged physical machines from the light and heavily-charged physical machines. 

This accept the head of use which is less appliances and which help to reduce the pressure on 

mostly used machinery. The VM[14] is move by modify its internal machine, memory and 

virtual CPU state. The memory transfer is one of the most time-consuming methods. Each 

process articulates the migration costs in its own way. Particularly if the consolidation of 

servers is done in order to minimise the number of physical machines needed and thus remove 

the operating costs of the data centre, it is not excluded from the relative costs. As regards the 

decreased availability of resources and the potential improvement in the efficiency of 

application at the point of relocation, migration generates its own costs. In comparison to other 

methods, relocation techniques are still economical. Digital device migration is taking place for a 

variety of purposes. In order to offer a stronger load balancing of current workloads across 

available machines, this means that some machines may be shut down and placed on servers, or 

that certain computers are upgraded. In the case of unscheduled device downtime, virtual 

migration is also used to maintain high efficiency of storage for customers. Disaster Recovery is 

also used for or relocation of VMs. Parallel services are being developed for this process at the 

disaster recovery site, along with advanced networking infrastructure and high-speed WAN[15] 

connections. In the event of a crisis, relocating from one computer to another is better, since 

virtual machines and memory for primary and secondary servers are both compatible. In 

comparison to human migration of OSes and applications, migration of virtual machines from 

one server to another is easier. Digital migration often facilitates dynamic modification of 

workloads. This section explores the various studies conducted by several researchers on 

different (dynamic) migration algorithms. 

 

PROPOSED METHDOLOGY 

Introduction in the come to finding of the defect in existing the scheduling-based load balancing 

techniques, the current years observe various new learning which suggest innumerable 

migration techniques to get the better these shortcomings and to better the load balancing in 

the Cloud based system. Migration for the Wide Scope Network was established (WAN). The 

projected relocation time was expanded by creating network-shared storage locations. 

Researchers also clarify how to achieve minimal downtime for long-distance live migration. 

Many studies have a technique that minimises data during migration by WAN. No or expired 

memory pages have been stopped in all the checks. Since then, a number of tests have been 

carried out to minimise the energy usage of data centres. Researchers have now initiated a 

relocation initiative that utilises power actively, the main aim of which is to identify physical 

machines that are not utilised and that are shut off. If there are currently simulated (which must 

be switched off) machines to migrate to the real machine. These techniques use logs to trace the 

host destination and then re-create logs [16]. This process is achieved through logging.  While 

the overall migration and downtime has improved, the lack of flexibility in the multi-core and 

multi-processor society maximum their usage  [17]. 

 

Secondly study A version of the EWMA forecast is being built to "anticipate future resource 

requirement explosions." for traffic management or, more broadly, constant traffic demands, 

although it is necessary to remember that the proposed framework already matches processor 

cycles. The research also established the importance of continuous utilisation under service-

level agreements of utilities,[18] and the effects of 'over-examination' of existing or 'unused' 

tools. They also observe that a virtual migrant machine (by such decisions) may be easily  
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selected or that some of the VM programmes on a physical device are selected (based on more 

considerations). The relocation of the VMs is also explained. Many studies have been carried out 

in order to promote the mapping and translation of computers into actual units. Such a model 

for automated live migration has been suggested in their research article on this topic. Through 

their study, scientists have examined the use of both PM and VM[19] 

approaches for migration time assessment. The chapter presents a modern live immigration 

mechanism known as dynamic weighted live migration (DWLM) that will captivate the result 

and dissatisfaction of both of these studies. 

 

Proposed Algorithm 

 Dtv 5 The proposed algorithm is the mechanism is use to build availability, scalability and 

reliability and maximise efficiency. They are divided into six major categories: accounting and 

operational criteria, suggested mechanism of analysis, algorithms (threshold management and 

VM placement and DWLM). 

The weight-based migration algorithm (WBMA) suggested by Qiao is the accounting and 

operation parameters behind the proposed DWLM algorithm. The algorithm weighted the 

slender page data in such a way that computers move those pages that do not currently run and 

the low level of changes. When the virtual machine is paused, vast pages can be transmitted. On 

the basis of an application from the UB, the DWLM scheme proposed deals with the distribution 

of resources. Fast demand for UB facilities contributes to cost imbalances and highly charged 

VMs minimize costs in the event of load imbalances. The Load Balance Manager shifts the job to 

a low-power VM from a high-load VM. This is the time where work relocations will take place. 

Otherwise, waiting lists will be changed and the Service Quality Agreement (SLA). 

A special identifier for the migration process is the migration ID, a different sequence number, 

and the migration issuer. There are also seven parameters for each ID: 

 The CPU load history 

 The Used bandwidth 

 The Used memory 

 The Maximum CPU capacity 

 The Maximum bandwidth 

 The Current CPU loads 

 The Maximum memory capacity 

A background sequence of processor loads is a previously recorded load values collection. And 

background load will help you to detect high-load and low-load Virtual Machine. Every DC[ID] 

refers to the set of VM info. 

 

Analysis of proposed mechanism 

The purpose of the approach is to minimize the size of the device in the queue and to wait and 

make maximum usage of resources. The proposed framework illustrates the proposed principle 

of climate preparation. The prevailing decision strategy for migration of the VM is found in the 

work presented and agreed upon by the host for migration of this Virtual Machine. The 

necessary reservation protocol use the Basic Processor and it selected the Virtual machine is to 

be designed and the host to be should be reassigned to the Virtual Machine. The controller then 

assigns the necessary resources to these tasks. The functions are mapped to the resources 

needed to organize the work queue. The DWLM algorithm is performed in the work queue and  
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used as a planning algorithm in the proposed procedure. The goal is to decide the right 

scheduling order to improve cloud storage performance and reduce the device's waiting time. 

The DWLM solution is symmetrically aligned with the information strategy of the sender and 

receiver initiative. The downloaded computer reveals the completion time and the possible 

operating time. The test method monitors the distance between high-charge VMs and low-

charge VMs. The data policy saves the status of fast charging and a short-term phase in a 

separate queue. A highly charged VM with the shortest performance time will be transmitted for 

a selection technique. The best VM for examining staff and processors is thus achieved. The VM 

for every DC is fixed and the measurement of the load balance depends on parameters of 

mapping. 

The objective of the DWLM is to find a heuristic solution for the best VMs based on resource 

requirements. This method works in a reasonable timeframe, providing a minimum of time for 

the correct answer. In the appropriate UB occupations, effects of the concentration calculations 

are based on CPU use by VMs. Service efficiency (QoS) has been reduced and response time has 

been increased and the SLA violations have migrated rapidly. Reliability and availability are 

essential to the legacy of the device failure tolerance steps. 

 

ALGORITHMS 

This portion describes, for the first time, the various methods utilized in the model, followed by 

the method of migration and initiation. Locking processes are critical for the execution of 

migrations in applications. Aware migration options are then used as examples of system 

performance in algorithm 1. This is followed by an explanation of the usage of the system output 

model to estimate the future use of resources on the exponentially weighted moving average. 

Two techniques are used in the existing study model to address relocations. The core 

mechanism of algorithm approach focuses on the following aspects: 

 The computing utilization of VM is defined by the threshold value  

 The user base's job request rate is mapped into VMs using two approaches with 

threshold values in this order: high-load VM and best-fit load VM. 

 The DC‟s load to be mapped and the DC‟s hosted VMs. 

 The VM utilized resources from DC and the DC is available resources to be ascertained 

dynamically. 

  The nearest available VM with the optimal fit allotment must be checked for 

 

Probability 

The high loaded VM should be selected for the migration of job to low loaded VM, when 

computing usage is high. 

Its order is to migrate jobs from high loaded VM to the underutilized VM must be 

select. 

 The high loaded VMs and the virtual machine which is new available low loaded VMs 

must be updated in the dashboard 

 Till that time an appropriate load management is attained, the load must be managed. 

Proposed algorithms are: 

 The Threshold Management and the VM placement 

 And the Dynamic Weighted Live Migration 
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Push-Pull and ESCEL planning techniques shape the framework for the definition of these 

strategies. This makes it easy to dynamically juggle the VM from DC to DC. Task collaboration 

takes place if the node has too much activity to devise anything of its own, which implies that 

the node is drained. It tends to move employees to other DCs if the VM is overwhelmed. If a 

node during travel operations is not required (i.e. is idle or has no work to do), it is intended to 

assist others with their work in the node's name. 

In the current study model, the delivery of facilities is related to the speed at which UB staff 

arrive. The hierarchical distribution of the VM approach depends on the usage of data centers by 

the processor to determine where the migration takes place. 

The mechanism proposed Manage symmetrically high-charge VMs and low-charge VMs. The 

system stores VMs individually with a special ID number and a high and low voltage. The 

meaning of the high and low-load VM is mapped. The two-level threshold values of VMs are 

strongly loaded and quickly loaded. Algorithm 1. Shows the threshold mechanism. Algorithm 1 

is added to algorithm 2 in two pieces. In the first section, the regulations and administrative 

documents relating to the accounting specifics of the instruments to be used are handled, 

preserved and traced (i.e., UBs, DCs and VMs). 

 

CONCLUSION 

In this section, a load balancing algorithm called a fractional dragonfly is proposed in the cloud 

storage world. Two probabilities of selection are constructed together. The proposed load 

balancing approach focuses on evaluation metrics such as device load and control. The mission 

is eliminated on the basis of the assessed requirements and the loaded VMs are selected. The 

proposed dragonfly algorithm for the best set of VMs has been applied by merging FC and DA 

with a new fitness metric designed using VM capability, task migration costs and VM load. The 

results of the simulation indicate that the system developed with significant performance is 

accurate. 

 

REFERENCE  

1. P. C. Nayak, D. Garg, A. k. Shakva and P. Saini, "A Research Paper of Existing Live VM 

Migration and a Hybrid VM Migration Approach in Cloud Computing," 2018 2nd 

International Conference on Trends in Electronics and Informatics (ICOEI), Article 2018, 

pp. 720-725. 

2. S. Paul and M. Adhikari, "Dynamic Load Balancing Strategy based on Resource 

Classification Technique in IaaS Cloud,"; 2018 International Conference on Advances in 

Computing, Communications and Informatics (ICACCI), Bangalore, Article 2018, pp. 

2059-2065. 

3. N. Manikandan, S. Devayani and M. Divya, "Domain-Specific Allocation & Load Balancing 

in Cloud Computing Using Virtual Machines," 2020 4th International Conference on 

Trends in Electronics and Informatics (ICOEI) (48184), Tirunelveli, India, 2020, Article 

pp. 467-472 

4. R. Agarwal, N. Baghel and M. A. Khan, "Load Balancing in Cloud Computing using 

Mutation Based Particle Swarm Optimization," 2020 International Conference on 

Contemporary Computing and Applications (IC3A), Lucknow, India, 2020, Article pp. 

191-195. 

5. Jigna Acharya, Manisha Mehta, Baljit Saini, Particle Swarm Optimization Based Load 

Balancing in Cloud Computing 21-22 Oct. Coimbatore, India IEEE-2016, Article pp. 1-4 



               © UIJIR | ISSN (O) – 2582-6417 
                    APRIL. 2021 | Vol. 1 Issue 11        
                                                       www.uijir.com 

  

 

     Universe International Journal of Interdisciplinary Research 

(Peer Reviewed Refereed Journal) 

DOI: http://www.doi-ds.org/doilink/05.2021-18523936/UIJIR                www.uijir.com 
 

Page 290 

 

6. Pradeep Kumar Tiwari, Sandeep Joshi,” Dynamic Weighted Virtual Machine Live 

Migration Mechanism to Manages Load Balancing in Cloud Computing” 978-1-5090-

0612-0/16/ IEEE -2016, Article pp. 1-5.  

7. Mr. Mayur S. Pilavare, Mr. Amish Desai,” A Novel Approach Towards Improving 

Performance of Load Balancing Using Genetic Algorithm in Cloud Computing” IEEE 

Sponsored 2nd International Conference on Innovations in Information Embedded and 

Communication Systems ICIIECS’15, Coimbatore, India, 2016, Article pp. 1-4 

8. S. G. Domanal and G. R. M. Reddy, "Optimal load balancing in cloud computing by 

efficient utilization of virtual machines," 2014 Sixth International Conference on 

Communication Systems and Networks (COMSNETS), Bangalore, India, 2014, Article pp. 

1-4.  

9. Mr. Jayant Adhikari, Prof. Sulabha Patil, " Double Threshold Energy Aware Load 

Balancing in Cloud Computing” 4th ICCCNT – 2013 July 4 - 6, 2013, Tiruchengode, India, 

2013, Article pp. 1-6. 

10. Klaithem Al Nuaimi, Nader Mohamed, Mariam Al Nuaimi and Jameela Al-Jaroodi,” A 

Survey of Load Balancing in Cloud Computing: Challenges and Algorithms” Second 

Symposium on Network Cloud Computing and Applications IEEE-2012, Article pp. 137-

142. 

11. Anand Singh Rajawat  Sumit Jain  Kanishk Barhanpurkar, Fusion protocol for improving 

coverage and connectivity WSNs, IET Wireless Sensor Systems, 

https://doi.org/10.1049/wss2.12018 

12. Ramesh, C., Shalini, S., Suganya, S. and Suvitha, N. (2016) An Approach for Efficient 

Dynamic Memory Allocation Using Skewness Algorithm in Cloud Environment, 

International Journal of Innovative Research in Computer and Communication 

Engineering, Vol. 4, Issue 2, Article Pp. 1648-1653. 

13. Rajawat A.S., Upadhyay P., Upadhyay A. (2021) Novel Deep Learning Model for 

Uncertainty Prediction in Mobile Computing. In: Arai K., Kapoor S., Bhatia R. (eds) 

Intelligent Systems and Applications. IntelliSys 2020. Advances in Intelligent Systems 

and Computing, vol 1250. Springer, Cham. https://doi.org/10.1007/978-3-030-55180-

3_49 

14. Buyya, R., Yeo, C.S., Venugopal, S., Broberg, J. and Brandic, I. (2009) Cloud computing and 

emerging IT platforms: Vision. Hype, and Reality for Delivering Computing as the 5th 

Utility, Future Generation Computer Systems, Vol. 25, No. 6, Article Pp. 599-616.  

15. Rani, B.K., Rani, B.P. and Babu, A.V. (2015) Cloud computing and inter-clouds - Types, 

topologies and research issues, Procedia Computer Science, Vol. 50, Article Pp. 24-29.  

16. Patel, D., Rajawat, A.: Efficient throttled load balancing algorithm in cloud environment. 

Int. J. Mod. Trends Eng. Res. 2(3), 464–480 (2015) 

17. Rajasekar, B. and Manigandan, S.K. (2015) An Efficient Resource Allocation Strategies in 

Cloud Computing, International Journal of Innovative Research in Computer and 

Communication Engineering, Vol. 3, Issue 2, Article Pp. 1239-1244.  

18. Obasuyi, G.C. and Sari, A. (2015) Security challenges of virtualization hypervisors in 

virtualized hardware environment, International Journal of Communications, Network 

and System Sciences, Vol. 8, Article Pp. 260-273. 


